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Abstract—Task planning in mobile robotics should be performed efficiently due to real time requirements of robot-environment interaction. Its computational efficiency depends both on the number of operators (actions the robot can perform without planning) and the size of the world states (descriptions of the world before and after the application of operators). Thus, in real robotic applications where both components can be large, planning may turn inefficient and even unsolvable.

In the AI literature on planning, little attention has been put into efficient management of large-scale world descriptions. In real large-scale situations, conventional AI planners (in spite of the most modern improvements) may consume intractable amounts of storage and computing time due to the huge amount of information.

This paper proposes a new approach to task planning called Hierarchical Task Planning through World Abstraction (HPWA) that, by arranging hierarchically the world representation, becomes a good complement of STRIPS-style planners, improving significantly their computational efficiency. Broadly speaking, our approach works by firstly solving the task planning problem in a highly abstracted model of the environment of the robot, and then refines the solution under more detailed models where irrelevant world elements can be ignored due to the results previously obtained at abstracted levels.

Among the different implementations that can be made with our general strategy, we describe two that use a graph-based hierarchical world representation named AH-graph. We show experiments as well as results of a mobile robot operating in a large-scale environment that demonstrate an important improvement in efficiency of our algorithms with respect to conventional (both hierarchical and non-hierarchical) planning, and also their nice integration with existing planners.

Index Terms—Intelligent robotics, hierarchical task planning, world abstraction, world modeling, mobile robotics.
I. INTRODUCTION

Intelligent mobile robotics relies on planning to carry out deliberative actions based on its knowledge about the environment. Robotic task planning has its origins in the more general problem of planning, which historically constitutes an important issue in Artificial Intelligence, being widely studied since the 1960's. Besides robotic task planning, AI planning has been particularized to a variety of problems such as path and motion planning ([32],[37]), assembly sequence planning ([5],[11]), scheduling ([46],[53]), production planning [47], etc. In general, the purpose of planning is to synthesize an abstract trajectory in some search space (also named state space, since it consists of possible states of the world), predicting outcomes, choosing and organizing actions of different types for reaching goals or for optimizing some utility functions.

Maybe surprisingly, there are not many AI classical planners integrated into robotic architectures, mainly due to difficulties in integrating symbolic treatment of information (planning) into non-symbolic sources of data acquired from the real-world. Rather, most of planning in robotics uses specific algorithms intended to guide the execution of particular robotic tasks (and not others) ([1],[42]), as it is the case of route planning for navigation. Among the few generic (in the AI sense) planners implemented for robotic architectures, some remarkable approaches are STRIPS [19], that was the first planner used for deliberation in a robot (the Shakey robot [8]), and PRODIGY [49], the planner of the Xavier mobile robot.

None of the works where task planners are employed for mobile robots have addressed the problem of computational efficiency, perhaps because they do not deal with a complex large-scale space with hundreds of elements. However, this situation is easily encountered by a real mobile robot that moves within many different places, or when the robot, for example equipped with a manipulator on-board, may interact with a lot of world objects.

In general, the high computational cost of planning arises from the combinatorial search in the state space. This cost depends both on the complexity of the description of the states, and on the number of
operators\(^1\) that can be applied to each state to obtain another. In the case of robotic task planning, the former corresponds to the symbolic model of the world managed by the robot, while the latter refers to actions that the robot can carry out without planning (for example, move forward, turn, grasp an object, etc.). The lack of efficiency in planning may even lead to the intractability of the problem because one of these two reasons (or both).

There has been great effort in AI literature devoted to improve the efficiency of planning, but the focus has been mostly on managing the possibly large number of operators involved in a complex problem. We believe that not all the attention that it deserves has been paid to the world model, since in pure AI it uses to be of very manageable size. However, in real robotic applications like those that arise in large-scale environments (i.e., a mobile robot delivering objects in an office building), the world model can become large enough to make task planning intractable or very inefficient.

Our approach to improve efficiency of planning, called *Hierarchical task Planning through World Abstraction* (HPWA), is particularly oriented towards this kind of large-scale robotic scenarios. The approach consists of breaking down the combinatorial expansion of the search space through reduction on the size of the description of the world (the model), leaving unchanged the operators. Our method can also yield benefits in other non-robotics areas where planning is carried out on worlds with a large number of elements, such as in Intelligent Transportation Systems.

For our purpose, we use abstraction. Abstraction is understood here as eliminating unnecessary details from the information managed in some operation [21]. Abstraction has already been used as a mechanism for improving efficiency of planning. It has been demonstrated that planning with abstraction reduces the search space and it is usually more efficient than non-hierarchical planning ([22],[29]). In literature,

\(^1\) Operators in planning terminology are the possible primitive actions that can be set for execution in a given state of the world in order to reach another state. The planner needs a formal definition of each operator, which in STRIPS-style domains includes its preconditions (world situations where it is applicable) and its effects (changes in the world description after its execution).
planners that use abstraction in some way to reduce computational cost are commonly called *hierarchical planners*. A hierarchical planner first solves a problem in a simpler abstract *domain*\(^2\) and then refines the abstract solution, inserting details that were ignored in the more abstract domain. This is repeated until the solution is reached. We have found that previous hierarchical planners exploit any of the following three kinds of abstractions [52]: precondition-elimination abstraction, effect abstraction, and task abstraction. Some remarkable implementations are: ABSTRIPS [44], Pablo [9], Prodigy [29] (that uses the hierarchy automatically produced by Alpine ([30],[38])), HTN planners [12] (that use task abstraction), etc. In this paper, we explore a new kind of hierarchical planning consisting of abstracting only the description of the world, which has produced promising results, and also can provide other planning methods with an easy way of including abstraction capabilities.

Our HPWA methods are basically procedures that use an existing planner (the so-called *embedded* planner) at different levels of world abstraction, without changing the internal structure or the behaviour of such embedded planner. Although our experiments have only been run with Graphplan [7] and Metric-FF [25] (they have become very popular planners during the last years), we don’t find any limitation in using any other STRIPS-style one. It should be noticed that the embedded planner may already include some other techniques for improving computational efficiency of planning; hence, the overall improvement of the HPWA framework can be high.

Two implementations of HPWA are presented in this paper. Both of them use a hierarchical representation of the world called AH-graph [15]. An AH-graph is a graph-based hierarchical structure that can model symbolically the robot environment at different levels of detail.

The paper is organized as follows: section 2 introduces briefly the hierarchical, symbolic model of the environment called AH-graph and its automatic construction by an intelligent mobile robot. Section 3

\(^2\) Generally, the term *domain* refers to both the description of the world and the definition of operators (which includes their preconditions and effects).
presents two HPWA implementations. Section 4 shows some results and compares the new technique to conventional (both hierarchical and non-hierarchical) planning. Finally, section 5 outlines some conclusions of this work and future lines of research.

II. MODELING THE ROBOT ENVIRONMENT WITH ABSTRACTION USING AH-GRAPHS

Our approach takes advantage of abstraction in world modeling by using the AH-graph model, a symbolic representation successfully used in robotics applications ([12], [17]) which is capable of representing a hierarchy of abstraction upon ground information. For completeness, in section A we give a brief description of this model; a complete formalization can be found elsewhere [15]. Section B deals with the automatic construction of these hierarchies.

A. The AH-Graph Model

An AH-graph is a relational, graph representation of the environment which includes hierarchical information, that is, the possibility of abstracting groups of elements to “super-elements”. This kind of abstraction produces different layers isolated from one another, called hierarchical levels, that represent the same environment at different amounts of detail. Hierarchical levels are denoted $L^i$, where $i$ is the position of the level in the hierarchy. The lowest hierarchical level of the AH-graph, $L^0$, is called the ground level, which represents the world with the maximum available amount of detail. The highest hierarchical level, say $L^{r-1}$, is called the universal level, and it typically represents the robot environment with a single node. Each hierarchical level in an AH-graph is a flat multigraph. For the sake of simplicity, this work will use equivalently the term “graph”.

---

3 A multigraph is a conventional graph in which there can be more than one arc connecting two nodes [49].
The nodes of each hierarchical level represent elements (or super-elements) of the world while the arcs represent relations between them with the possibility of holding weights representing the strength of those relations. For example, in mobile robotics, nodes can represent distinctive places [36], while the arcs can represent the navigability relation between them, with the geometric distance as the arc weight. Fig. 1 shows another example of an AH-graph with a single type of relation representing “rigidly joined”.

A group of nodes of a hierarchical level can be abstracted to a single node at the next higher hierarchical level, which becomes their supernode (the original nodes are called subnodes of that supernode). Analogously, a group of arcs of a hierarchical level can be represented by a single arc (their superarc) at the next higher level (see fig. 2).

Besides the structural information captured by the AH-graph through nodes, arcs, and hierarchical levels, both nodes and arcs can also hold non-structural information in the form of annotations. This information may include, but is not limited to, geometrical data gathered from the environment (i.e.: maps of obstacles), costs incurred by the robot when executing an action (i.e.: an arc that represents “navigability” from one location to another can store the expected cost energy of that navigation), etc. Non-structural information can be useful for planning and other algorithms. In particular, it is extensively used when the AH-graph model is employed for mobile robot navigation ([14],[18]).
Fig 2. Two examples of AH-graphs of four and three hierarchical levels, respectively. The AH-graph on the left side illustrates the abstraction of nodes from the lowest to the highest hierarchical levels. The AH-graph on the right illustrates the abstraction of arcs.

B. Automatic Construction of Good Hierarchies of Abstraction for HPWA

Concerning the reduction of the computational cost of task planning, the power of the HPWA methods presented in this paper greatly depends on the hierarchy of abstraction (AH-graph) that is used. It must be pointed out that any abstraction-based computational approach (not only task planning ([15]), and not only through AH-graphs ([26],[33])) can encounter “degenerated” situations where it becomes even more time consuming than non-hierarchical methods. These situations are due either to the overhead involved in repeating operations at each hierarchical level, or to backtracking if no partial solution is met at some point, or to both.

Some interesting approaches for automatically constructing good hierarchies of abstraction for task planning have been proposed ([29],[27],[20]). In these works a polynomial time method for such construction is presented, although they do not guarantee to obtain the optimal hierarchy with respect to computational cost of task planning.

In general, the problem of finding the optimal hierarchy of abstraction is a combinatorial optimization not solvable in polynomial time when the following circumstances occur:
a) The space of all possible hierarchies of abstraction is exponentially large with respect to the elements involved in the definition of these abstractions (in our case, these elements are the nodes and arcs in the ground hierarchical level of the AH-graph; in other cases, such as the STRIPS-style domain, they are the symbols involved in the description of operators, the world, etc.).

b) Suitable (low-cost) approaches to calculate the goodness of a given hierarchy of abstraction are not available, that is, the goodness of a given hierarchy of abstraction can only be calculated directly when using it to solve the problem.

In the particular domain of mobile robotics, finding a good hierarchy of abstraction imposes additional limitations. First, consistency must be maintained across the hierarchical levels of the model. This problem is closely related to that of aggregation-disaggregation addressed in the community of Multi-Resolution Modeling ([43], [10]). In our AH-graph model, such consistency is guaranteed by the automatic construction of abstract levels from the ground level (as explained below in this section).

Secondly, the symbolic model of the world (the ground level) is not static, that is, it must be kept consistent with the real world, which is subjected to changes. In our approach, at each instant the task planner is executed, that is, under the task planning perspective, the ground level is taken as a symbolic “snapshot” of the world that must be reflect changes over time. Thus, for mobile robot applications, a procedure that finds a good hierarchy for task planning should be iterated along the robot life for adapting to new symbolic data and structures. Under that constraint, an algorithm that performs a complete optimization in the space of possible hierarchies each time the model of the world varies (each snapshot), even if it is an approximation based on heuristics, can lead to a high computational cost.

Therefore, we believe that in our case it is desirable an optimization algorithm that starts from an initial hierarchy of abstraction (probably not the optimal, even a bad hierarchy) and improves it in a continuous and gradual manner as the robot acquires experience from its operations, also adapting to world changes.
That approach fits well to mobile robotics, since it distributes the complexity of constructing the best hierarchy of abstraction along the active life of the robot, it assures that the model of the world is monotonically improved over time, and in addition, it allows the robot to adjust the hierarchy of abstraction for its particular necessities: the area of the world where it operates, the tasks at hand, etc. (It has been shown that a hierarchy that is good for solving a given problem may not be so good for solving a different one\footnote{This has also been stated in the hierarchical path search domain ([16]), not only in the task planning domain. In fact, an extension of AH-graphs that includes more than one hierarchy of abstraction has been demonstrated to perform better than single-hierarchical approaches ([16] and [15]). For the sake of simplicity, this paper only deals with a single-hierarchy that adapts to all the task planning problems of the robot.}).

We have previously presented ([15]) a software called C.L.A.U.D.I.A. (\textit{Concept Learning, AUtonomous Device, which Improves Abstraction}) that follows the previously commented guidelines and uses a multi-hierarchical extension of AH-graphs as the model for abstraction. It has been applied to solving hierarchical path search problems for mobile robot route planning in large-scale spaces, which has yielded important improvements in the performance of the robot. Modifying it to solve any other operation, such as task planning problems, consists just of varying the goodness evaluation function.

C.L.A.U.D.I.A. is a software that samples the space of candidate hierarchies (AH-graphs in this case) that are coherent with a given ground information acquired from the environment. The ground information can be, for example, a flat topological map of space\footnote{Several approaches for constructing automatically topological maps for mobile robots can be found in ([3][40]).}. The system starts by constructing randomly an initial hierarchy of abstraction. Then, it carries out a hill-climbing algorithm for optimization that comprises the following steps: first it finds a set of new AH-graphs that are variants of the original one –its “neighbors” in the neighborhood of the space of AH-graphs-, second, it assigns appropriate goodness values to them (i.e.: the computational cost of task planning with each of these AH-graphs), and finally it selects the one with
the best goodness value and repeats the cycle. This optimization process is iterated while the robot is operating in its environment.

This outlined scheme contains two relevant procedures that need some further explanation:

a) **Automatic abstraction of hierarchical levels for producing AH-graphs.** A hierarchical level is abstracted to another higher level by clustering its nodes: each cluster will correspond to a supernode at the higher level, while superarcs can be generated in such a way that the same connectivity relations existing in the original graph are kept. There exist many graph clustering algorithms in literature ([23],[41]). Usually, they intend to optimize some characteristic of the resulting clustering, for example, minimizing the cost of the arcs that connect different clusters. In our approach, a STAR-like method [39] has been employed, due to its high efficiency (it is $O(a)$, where $a$ is the number of arcs of the graph) as well as the wide range of diverse clusterings it can generate. Its input parameters include a number of “seed” nodes and a maximum size for the clusters, both lying into a finite range of discrete values.

b) **Constructing the neighborhood of an AH-graph.** Given an AH-graph, a number of neighbors can be automatically generated by a simple procedure. Firstly, a hierarchical level of the AH-graph is selected, called the *pivot level*. Then, an alternate clustering of that level is proposed by varying the input parameters employed in the clustering algorithm. From that new hierarchical level, others can be constructed simply by repeatedly calling the clustering algorithm, obtaining a complete AH-graph. The portion of this new AH-graph that is kept unchanged from the original AH-graph can be

---

6 Since these input parameters lie into a finite range of discrete values, they are enumerable. Therefore the number of possible clusterings that are generated can be easily controlled. Some graph isomorphism mechanism can be used to detect the case that different input parameters lead to equal clusterings, as discussed in depth in ([15]).
regulated by shifting upwards or downwards the pivot level. Figure 3 illustrates this procedure.

![Diagram of AH-graph with pivot levels](image)

**Fig. 3.** Example of neighborhood of two elements for a given AH-graph (white-filled). The first neighbor (lightgray-filled) has been constructed using pivot level \( L^1 \) of the original AH-graph. The second one (darkgray-filled) has used pivot level \( L^2 \).

### III. HIERARCHICAL PLANNING USING WORLD ABSTRACTION

Our HPWA framework is inspired from human beings. It seems that we humans organize knowledge of the environment hierarchically, since this representation is used for planning tasks more efficiently ([35],[34],[51]). Let us give an example to best elucidate this fact: if we want to go shopping the first plan we may make is “Leave the house, take the car and drive to the supermarket”. Although this sequence of actions does not give us details about how to solve the “go shopping” task, it is a first approximation to it. Each action of this first approximation can be refined further in order to achieve a plan which physically solves the task. Thus, the “Leave the house” action may be refined into “dress yourself, take the car keys, take some money and cross the door”. In fact, these actions may be refined over and over until achieving primitive actions, which can no longer be refined (the operators). Examples like this are common in the AI literature in order to justify the inspiration of other hierarchical task planning approaches in the human
experience, although an important point must be highlighted: as we can notice, these abstractions do not only involve abstractions of operators, but also abstraction of world elements, i.e. house → rooms → door → lock.

This last idea is what we call world abstraction, and may be applied to task planning to perform in the same way human beings do. For that purpose, different strategies can be constructed upon that basic idea. In the following sections, we develop two of them, but first, in section A, some preliminary terminology is introduced. In sections B and C, two implementations of HPWA are presented. Although in this paper we assume that the robot environment is modelled by an AH-graph, other hierarchical representations could be possible under the same philosophy. Finally, section D analyses the influence of some planning anomalies in our hierarchical method.

A. Hierarchical Planning Definitions

In this section we introduce some concepts required for the subsequent formalization of HPWA.

Definition 1 (Logical Predicate and State). A logical predicate or atomic sentence of a first-order language $L$, with $k$ parameters is defined as:

$$<\text{predicate symbol}> \text{param}_0...\text{param}_{k-1}$$

where $\text{param}_i$ is a language constant. We assume that each $\text{param}_i$ represents an element of the world, that is, a node of the AH-graph. There exists, therefore, a one-to-one correspondence between nodes of the AH-graph and the parameters of the logical predicates. It should be pointed out that all parameters of a logical predicate must represent nodes of a same hierarchical level.

A state is a finite and consistent set of predicates that represent the world. Within a state, all the parameters of the predicates must correspond to nodes of the same AH-graph hierarchical level.

Definition 2 (Problem Space and Operator). A problem space is composed of $L$, a first-order language, and $O$, a set of operators.
An operator \( o \in O \) is a quadruple \( \{ \text{Param}, \text{Pre}, \text{Del}, \text{Add} \} \), where \( \text{Param} \) is a list of variables that parameterize the operator and can be substituted by world elements, \( \text{Pre} \) is the set of predicates representing the preconditions of the operator, and \( \text{Del} \) and \( \text{Add} \) are the operator effects on state \( s \) on which \( o \) is applied (\( \text{Del} \) is the set of predicates that will be eliminated from \( s \), and \( \text{Add} \) is the set of predicates that will be added to \( s \)).

**Definition 3 (Abstraction Function for Predicates).** The abstraction function for predicates \( s_p^i \) is formally defined at any hierarchical level \( L^i \), except at the universal level, \( L^{r-1} \), as:

\[
\begin{align*}
  s_p^i : \text{PREDS}^i & \rightarrow \text{PREDS}^{i+1}, \quad i < r-1 \\
\end{align*}
\]

where \( \text{PREDS}^i \) is the set of all the possible logical predicates whose parameters correspond to nodes at hierarchical level \( L^i \). The superscript \( i \) in \( s_p^i \) stands for level \( L^i \).

\( s_p^i(p) \) works by abstracting nodes (that is, parameters) of the predicate \( p \), in order to obtain another predicate \( p' \) defined at level \( L^{i+1} \). Thus, the abstraction function for predicates \( s_p^i \) reduces the amount of detail from \( p \) to \( p' \).

The hierarchy may be *incomplete* [15], that is, there may be nodes that are not abstracted into any supernode. If \( p \) contains a node that can not be abstracted to a supernode, then \( p \) can not be abstracted to the next hierarchical level. For simplicity, we will consider in the rest of the paper that the AH-graph is complete (the proposed algorithms work with incomplete hierarchies too, although that might lead to smaller improvements in computational efficiency due to the limited power of abstraction in that case).

The inverse of the \( s_p^i \) function is called the *refining function for predicates* and it is defined \( \forall L^i : i > 0 \), as:

\[
\begin{align*}
  [s_p^{i-1}]^{-1} : \text{PREDS}^i & \rightarrow \text{power}(\text{PREDS}^{i-1}) \\
  [s_p^{i-1}]^{-1}(p_i) = \{ p_h \in \text{PREDS}^{i-1} : s_p^{i-1}(p_h) = p_i \}
\end{align*}
\]

where \( \text{power}(\text{PREDS}^{i-1}) \) is the power set of \( \text{PREDS}^{i-1} \). This function increases the amount of detail of predicates.
Notice that predicates of level $L^0$ can not be refined, since neither $\text{sp}^{-i}$ nor its inverse exist.

**Definition 4 (Abstraction Chains of Predicates).** A predicate can be abstracted more than once obtaining a *chain of abstraction*. This is accomplished by using the abstraction function for predicates recursively (assuming that it is defined at all steps). The *length* of a chain of abstraction is the number of times the predicate has been abstracted. An example of a chain of abstraction of length 4 for predicate $p$ ($p \in \text{PRED}_i$) is:

$$\text{sp}^{i+3}_p (\text{sp}^{i+2}_p (\text{sp}^{i+1}_p (p)))$$

**Definition 5 (Abstraction Function for States).** The abstraction function for states $s^i_s$ is defined at any hierarchical level $L^i$, except at the universal level, $L^{r-1}$, as:

$$s^i_s : S^i \rightarrow S^{i+1}, \quad i < r-1$$

where $S^i$ is the set of all states that can be defined at level $L^i$.

The abstraction function for states $s^i_s(s)$ works by applying the abstraction function for predicates $s^i_p$ to each predicate of $s$ in order to obtain another state $s'$ defined at level $L^{i+1}$.

The inverse of this function is called the refining function for states and is defined $\forall L^i : i > 0$, as:

$$[s^i_s]^{-1} : S^i \rightarrow \text{power}(S^{i+1})$$

$$[s^i_s]^{-1}(s_j) = \{s_h \in S^{i+1} : s^i_s(s_h) = s_j\}$$

where $\text{power}(S^{i+1})$ is the power set of $S^{i+1}$. Notice that states of level $L^0$ can not be refined since neither $s^{-1}_s$ nor its inverse exist.

The $s^i_s$ function, as well as the abstraction function for predicates, can be applied recursively to obtain a chain of abstraction. The length of this abstraction chain is limited by the possibility of abstraction of all predicates that make up the state. An abstraction chain for states may not reach to the highest hierarchical level (universal) if the hierarchy is not complete.
B. First HPWA Method: Planning Without Plan Guidance

This section presents a first implementation of the HPWA approach that, for short, we will call HPWA-1. Without loss of generality, we have chosen to enhance with HPWA two popular and efficient graphplan-like planners: Graphplan [7] and Metric-FF\textsuperscript{7} [25]. Graphplan-like planners are well-known general-purpose planners for STRIPS-style domains that have been improved over time in a variety of directions ([2], [6], and [31]). The main reasons for choosing these planners include the availability of their C implementations as well as their efficiency [7].

An important feature of HPWA-1 is that it sets the best bound on the optimality of the plans that can be obtained with a refinement of the world, using the embedded planner included in the method (as happens in hierarchical path search by refinement [15]).

The general idea of HPWA-1 is to solve the plan at a high level of world abstraction by running the embedded planner at this level, and then use the resulting abstract plan at the next lower level ignoring the irrelevant world elements that do not take part in the abstract plan. This process is repeated recursively. Fig. 5 illustrates the steps taken by the algorithm.

More precisely, HPWA-1 works as follows (see fig. 4): first, it selects the highest hierarchical level where the plan can be solved. To do this, the abstraction chains for both the initial and goal states are generated as long as possible\textsuperscript{8}. The highest common hierarchical level reached by both abstraction chains will be the initial level for the planning process. Let \( L_w \) be that initial hierarchical level for planning (\( w \) is the minimum length of both abstraction chains). The embedded planner (Graphplan or Metric-FF in our case) is run to provide an abstract plan at this level, say \( \Pi \). For that purpose, the input provided to the embedded planner

\textsuperscript{7} The main reason to choose Metric-FF is its capability to produce plans while minimizing a cost function. Such feature is useful when developing real robotic applications.

\textsuperscript{8} Remember that this is limited by the possibility of abstracting the parameters of the predicates that constitute the states.
consists of the abstracted initial \( s_{s_0}^{w} [s_0] \) and goal \( s_{s_g}^{w} [s_g] \) states and the set of operators \( O \), defined in the problem space.

The resulting abstract plan will be used to discard irrelevant information at the next lower level \( L^{w-1} \) by simply ignoring the subnodes of those world elements that do not appear in \( \Pi \). Let \( \mu \) be the set of nodes of level \( L^w \) corresponding to the parameters\(^9\) of all operators that form the abstract plan \( \Pi \). Then, the subnodes of nodes that do not appear in \( \mu \) will not longer be considered in the planning process. To refine the plan to hierarchical level \( L^{w-1} \), our method considers only \( s_{s_0}^{w-1} [s_0] \) and \( s_{s_g}^{w-1} [s_g] \) as the desired goal and initial states, as well as the subnodes of the elements of \( \mu \).

This process is repeated until the lowest level of the model is reached (see fig. 4). In general, the lowest level to be reached will be the one where the initial and goal states are given. If at some step of refinement, no plan can be obtained, backtracking occurs and a new abstract plan must be retrieved (notice that backtracking is reduced by the automatic construction of good AH-graphs mentioned in section II.B, since it involves computational cost increments that C.L.AU.D.I.A. tends to avoid).

The algorithm for HPWA-1 is completed with a procedure to translate the AH-graph world information (nodes and arcs) into logical predicates.

In order to illustrate the HPWA-1 method, let us consider a relatively simple environment where a mobile robot with a manipulator on board has to perform different tasks involving a given object of the world named “box”. Figure 6a shows a hierarchical model of the environment with three zones (a laboratory, a room, and a corridor), the mobile robot itself, and the box to be handled. In this model, three hierarchical levels have been considered: the ground level, \( L^0 \), with the maximum amount of detail (nodes represent distinctive locations for navigation and manipulation), the first level, \( L^1 \), for grouping nodes of \( L^0 \) in three

\(^9\) As stated earlier in definition 1, the parameters of the operators correspond to world elements (nodes of the AH-graph).
different areas that allow the robot to reset odometric error, and finally, level $L^2$, which exhibits the minimum amount of detail.

The logical predicates that set up the states of the world are easily obtained from the arcs of each hierarchical level (see fig. 6) as follows:

If there is an arc between two locations $l_1$ and $l_2$, a new logical predicate $(\text{nav } l_1, l_2)$ is added to the description of the state.

If there is an arc between an object $o$ and a location $l$, the predicate $(\text{at } o, l)$ is also added.

Finally, if there is an arc between the node that represents the mobile robot and a location $l$, the predicate $(\text{at-robot } l)$ is added.
Fig. 5. Pseudocode of the HPWA-1 implementation. Based on an abstract plan, this algorithm ignores irrelevant world elements at the lower hierarchical level. NodesFromLevel(x) procedure returns all nodes of hierarchical level x. TransformWorldToPredicates(x,y,z) produces those logical predicates in which a certain group of nodes z (from a hierarchical level y of an AH-graph x) are involved. GroundLevel(x) returns the ground level of the AH-graph x. StateAbstraction(x,y,z) returns the z-th abstraction for a given state y of an AH-graph x. PlanParameters(x) returns the list of parameters that appear within a plan x. Finally, the Subnodes(x,y) procedure returns the subnodes of a node y in the AH-graph x.

According to HPWA-1, the “take box” task is planned as follows:

i) Planning at the universal level L^2

At the ground level the predicate that represents the goal state is (holding Box) (operator definitions are as shown in figure 7). This state is abstracted up to the universal level L^2 as (holding Box’).

At the universal level, the predicates that model the initial state of the world are:

(at Box’ Floor)
(at Robot’ Floor)

The embedded planner is run using s_x^2 and it finds the following solution (see the operator definition shown in figure 7):

(PICKUP Box’ Floor)
Fig. 6. Example of two different hierarchical models of a robot environment. For clarity, from the hierarchical level $L^0$ upwards, each node label includes its subnodes. For example, in a), the Laboratory node is the supernode of $L1$, $L2$, and $L3$.

Fig. 7. Definition of the operators used in this example. Observe that they involve several preconditions and effects.

ii) Planning at level $L^1$

Now, the abstract plan is moved down (refined) to level $L^1$, where only the subnodes of nodes of $L^2$ that take part in the plan are considered. In this particular case no node is ignored. At level $L^1$, the predicates that model the state of the world are:
while the goal state is *(holding Box’)*

A solution for this task provided by the embedded planner is:

( GO Corridor Laboratory )
(PICKUP Box’ Laboratory )

Observe that the world element “Room” does not appear in the plan (it is irrelevant for the task\(^9\)) and therefore, at the next lower level (ground level), its subnodes will be discarded.

iii) Planning at the ground level L\(^0\)

Finally, at the ground level, the predicates that model the initial state of the world are:

(at Box L1)
(at Robot C3)
(nav C3 C2)
(nav C2 C1)
(nav C1 L3)
(nav L3 L2)
(nav L2 L1)

Observe that no node within the *Room* is included in this world state, hence reducing the computational cost of planning. (This is only an illustrative example: more extensive results on the reduction in computational cost are presented in section IV).

The goal state is *(holding Box)* and the plan at this level results:

(GO C3 C2)
(GO C2 C1)
(GO C1 L3)
(GO L3 L2)
(GO L2 L1)
(PICKUP Box L1)

\(^9\) Notice that although the *Robot* element does not appear in plans, it is an implicit world element that cannot be removed.
These actions are primitive actions that the mobile robot can execute, so this is the final plan for the initial task at hand.

C. Second HPWA Method: Planning With Plan Guidance

In this section we go a step further in the HPWA framework by providing a more sophisticated implementation called HPWA-2. The main difference to HPWA-1 is that HPWA-2 uses the abstract plans not only to ignore irrelevant elements at lower hierarchical levels of the world representation, but also to guide refinement into those levels. This can lead, in normal situations, to a higher reduction in computational cost; however, due to the poor look-ahead of this refining process, HPWA-2 is more sensitive to backtracking than HPWA-1\textsuperscript{11}. Figure 8 sketches the HPWA-2 algorithm.

HPWA-2 starts from an abstracted plan, taking each action individually in order to refine it at the next lower level. This action refinement is in fact a refinement of its post-conditions, which consists of substituting each parameter involved in that post-condition (corresponding to a node of the AH-graph) by one of its subnodes. In our implementation, the subnode is selected randomly, although different heuristics could be used, like selecting a border subnode (one that is connected directly by arcs to a subnode of a different supernode), or the subnode with the highest order (that is, one which is connected the most to other ones). Other techniques based on constraint propagation are also applicable to guide the subnode selection process\cite{4}.

\textsuperscript{11} Notice that, as in HPWA-1, our automatic construction method for obtaining AH-graphs will tend to avoid backtracking since it leads to increase the computational cost.
The advantage of refining the abstract plan in this way is that the amount of information necessary to refine a unique action is generally much smaller than the information required to plan with all relevant subelements. However, backtracking in HPWA-2 is more likely to occur.

We illustrate the operation of this method with the world of figure 6b, where the ground level is a slight variation of example 6a. Since the plan at \( L_2 \) coincides with the one of section III.B, we start from the abstract plan at level \( L^1 \):

\[
\begin{align*}
& (\text{GO Corridor Laboratory}) \\
& (\text{PICKUP Box’ Laboratory})
\end{align*}
\]

The action \((\text{GO Corridor Laboratory})\) has the post-condition \((\text{at-robot Laboratory})\). To refine this action its post-condition must be refined, so a subnode of \textit{Laboratory} must be chosen. The procedure to choose a subnode can be implemented heuristically, randomly, or in another way (as commented earlier), but all of these possibilities may produce wrong elections that make the plan to fail and then, the algorithm must backtrack to select another subnode. For example, if subnode \( L_6 \) is chosen, the refined post-condition is \((\text{at-robot } L_6)\). Obviously, with this election, a plan for \((\text{holding Box})\) will not be found. In this case, HPWA-2 must choose another subnode until it finds a feasible plan. If another node is selected, for this action, i.e. \( L_2 \) (at-robot \( L_2 \)), the action \((\text{GO Corridor Laboratory})\) can be performed as:

\[
\begin{align*}
& (\text{GO C3 C2}) \\
& (\text{GO C2 C1}) \\
& (\text{GO C1 L3}) \\
& (\text{GO L3 L2})
\end{align*}
\]

In this world state, the next action can be planned successfully: the post-condition of the pickup action, \((\text{holding Box’})\) is refined using its unique node to \((\text{holding Box’’})\), which produces the next plan:

\[
\begin{align*}
& (\text{GO L2 L1}) \\
& (\text{PICKUP Box L1})
\end{align*}
\]
PROCEDURE HPWA-2 (State $s_g$, AH-graph $ah$): Plan

$n = $NodesFromLevel($L^w$)
$pred = $TransformWorldToPredicates($ah$, $L^w$, $n$)
$post = $StateAbstraction($ah$, $sg$, $w$)
$plan = $EmbeddedPlanner($pred$, $post$, $operations$)
$newplan = $NULL

FOR $i = L^w - 1$ DOWNTO GroundLevel($ah$)
$action = $FirstActionPlan($plan$)

WHILE ($action != $NULL)
$r_{action} = $ActionRefinement($i$, $action$)

IF ($r_{action} == $NULL)
$action = $PreviousActionPlan($plan$)
ELSE
$pred = $ActionPredicates($i$, $r_{action}$)
$post = $ActionPostcondition($i$, $r_{action}$)
$planaux = $EmbeddedPlanner($pred$, $post$, $operations$)

IF ($planaux != $NULL)
$newplan = $Concatenate($newplan$, $planaux$)
$action = $NextActionPlan($plan$)
ELSE
$newplan = $EliminateLast($newplan$)
$action = $PreviousActionPlan($plan$)
END
END

plan = $newplan
RETURN ($plan$)

Fig. 8. Pseudocode of HPWA-2. Functions and procedures used in this pseudocode are: TransformWorldToPredicates($x$, $y$, $z$) produces the logical predicates related to a group of nodes $z$, from a hierarchical level $y$ of an AH-graph $x$. GroundLevel($x$) returns the ground level of the AH-graph $x$. StateAbstraction($ah$, $sg$, $w$) returns the $z$-th abstraction for a given state $y$ of an AH-graph $x$. FirstAction($x$), NextAction($x$) and PreviousAction($x$) return the first, next and previous action, respectively, from the plan $x$. ActionRefinement($x$, $y$) chooses a possible refinement for the action $y$ at the hierarchical level $x$; if no refinement is available, return NULL. ActionPredicates($x$, $y$) returns the pre-conditions set of the action $y$ at the hierarchical level $x$. EliminateLast($x$) deletes the last added plan from the plan $x$. Finally, PostCondition($x$, $y$) function returns the post-conditions of the action $y$ at the hierarchical level $x$.

D. Planning Anomalies

In any task planner there exist some anomalies that must be studied. In this section, two of them are analyzed in the context of the HPWA methods presented.
The Sussman’s Anomaly consists of losing part of the achievements (goals) previously stated by the planner when it intends to achieve new ones [47]. This problem is not directly related to abstraction, although it could appear in any abstraction-based planner. The essential condition under which a given planner is sensitive to this anomaly is that the goals of a plan are achieved separately and considered independently [47]. Since the HPWA methods use an embedded planner that solves a given plan in only one, atomic operation, no separation of goals is carried out. Thus, as long as the embedded planner does not suffer from the Sussman’s Anomaly, HPWA does not either.

A slightly different anomaly that can be present in any abstraction planner appears when an abstract plan loses its truth at refinement, that is, the refinement of an abstract plan makes false some achieved abstract goal. A way to prevent this, as proposed in [30], is to impose a strong requirement on the hierarchy of abstraction. The method presented in this paper for constructing AH-graphs does not take into account this anomaly, but the only effect of it in HPWA is not to find a refinement for the abstract plan, since no “false” or incorrect plan can be produced. In these cases, backtracking will take care of redoing the abstract plan (finding a different one) and trying again.

In addition, C.L.AU.D.I.A. will tend to avoid hierarchies that produce this type of problem, since they will be discarded during optimization due to their high computational costs for task planning.

IV. IMPLEMENTATION AND RESULTS

This section describes some software details and numerical results of experiments with the above planning methods, when applied to larger and more realistic worlds than that of figure 6.

A. Implementation Details of HPWA

Since we intend to use HPWA for real applications, HPWA-1 and HPWA-2 have been implemented on a distributed software architecture built upon a system for integrating robotic software modules. These modules communicate through a real-time implementation of the CORBA specification for distributed
applications [24] called ACE+TAO [45] which provides portability and extendibility to our mobile robot software [18].

The software modules implemented for our experiments consists of the following:

- **AH-graph Manager.** It creates, modifies, and maintains the AH-graph model that represents the world.
- **AH-graph / Predicates Translator.** This module takes information from the AH-graph manager module and generates all predicates that represent the world state corresponding to a given hierarchical level.
- **Embedded Planner.** It is a wrapper for the task planner being used (Graphplan or Metric-FF), that communicates it to other modules of the architecture.
- **Hierarchical Task Planning Module.** This module implements the world abstraction planning methods presented in section III (HPWA-1 and HPWA-2).

**B. Experiments and results**

Planning complex tasks in a real office environment, as the one depicted in figure 9, is a challenge for any intelligent robot. This type of scenario may be composed of a large number of rooms and corridors where a mobile robot (perhaps equipped with a robotic arm) can perform a certain number of operations. Notice that we are dealing daily with even much more complex environments, with much more rooms, floors, and buildings, etc.

Within this environment, a person can ask the robot to pick up her/his mail (i.e., an envelope) from her/his office. The requested mail can be stacked, so the robot may need to unstack other envelopes on top of it before taking it. Once the mail is delivered, the robot must go to a specific place to recharge energy (the supply room). For the sake of simplicity we assume that all doors are opened. The definitions of the operators used in the tests presented in this section are more complex than the ones shown in figure 6, since they include unstack object and recharge energy operators.
The robot world hierarchy used by our hierarchical planning methods is shown in figure 10. This world representation resembles the human cognitive map [34]. The ground level contains the maximum amount of detail: every distinctive place, environment objects and their relations. The first level groups places and objects to form the human concept of rooms and corridors. Upper hierarchical levels represent groups of rooms or areas, and finally, the universal level contains a single node that represents the whole environment. As commented earlier in section II, the world hierarchy can be automatically constructed and maintained by C.L.A.U.D.I.A.

Within this scenario, we compare the Graphplan and Metric-FF conventional planners to the implementation of HPWA that uses them as embedded planners. Also, an implementation of Graphplan that uses the hierarchies produced by the ABSTRIPS algorithm [44] has also been developed, in order to compare our planning results to other hierarchical approach.

The first experiment consists of planning a single fixed task while varying the complexity of the scenario. The planned robot task is to pick up a given envelope from the mail room (see fig. 9). This task requires the robot to navigate to this room, unstack other envelopes (if needed), and then pick up the requested envelope. The complexity of the scenario ranges from 6 to 48 rooms. Figure 11 shows a comparison of the computational costs of planning using HPWA-1 and HPWA-2 with Graphplan as embedded planner against the Metric-FF and GraphPlan conventional planners alone, and against the hierarchical version of Graphplan with ABSTRIPS. Observe that, without using abstraction, the computational cost grows exponentially with the number of rooms; however, HPWA-1 and HPWA-2 spend a constant time since the new rooms added to the environment, which are irrelevant for the task, are promptly discarded by the abstract planning process.
Fig 9. A large-scale office environment composed of many rooms. On the left, a detailed portion of the whole environment is zoomed. Part of the hierarchical ground level has been overprinted in order to clarify this partial view.
Fig 10. The robot world hierarchy for the examples of section IV. Nodes into a given shaded region are abstracted to the same supernode at the next higher hierarchical level. This AH-graph comprises four levels. At the ground level the elements are grouped to make up room nodes at the next hierarchical level. These rooms are grouped into areas and finally, a single node represents the whole environment at the universal level. Elements of the ground level have been labelled “E” for envelopes and “L” for destination locations.
Fig. 11. Planning a single fixed task in an increasing complexity environment (ranging from 6 to 48 rooms). While the CPU planning time grows exponentially using the conventional planners considered here (hierarchical and non-hierarchical), both HPWA methods exhibit a constant CPU time, since irrelevant information for the task is discarded. This plot only shows the time spent by planners: neither pre- or post-processing, nor communication burdens have been added. No result is shown for Metric-FF for 48 rooms due to the large computational resources demanded.

A second experiment is aimed to test the method in a medium-complexity environment (with 24 rooms) where six arbitrary tasks are planned. The first three tasks are “take envelope E” and the others “carry envelope E to location L” (see fig. 12). The elements involved in the tasks (E and L) have been selected arbitrarily from the robot world. All tasks involve navigation and manipulation operations, and some of the goals are reached in more than 40 actions. The whole robot world is composed of more than 250 distinctive places, 30 different objects that the robot can manipulate, and all the navigation and manipulation relations existing between these elements.

<table>
<thead>
<tr>
<th>Task #1</th>
<th>Take Envelope E1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task #2</td>
<td>Take Envelope E2</td>
</tr>
<tr>
<td>Task #3</td>
<td>Take Envelope E3</td>
</tr>
<tr>
<td>Task #4</td>
<td>Carry Envelope E1 to L1</td>
</tr>
<tr>
<td>Task #5</td>
<td>Carry Envelope E2 to L2</td>
</tr>
<tr>
<td>Task #6</td>
<td>Carry Envelope E3 to L3</td>
</tr>
</tbody>
</table>

Fig. 12. The six tasks planned for the second experiment. Three different objects (envelopes) and three locations of the environment have been chosen to test the hierarchical planning methods versus conventional planning. Please, see figure 10 to find these objects and locations in the ground level of the AH-graph.
Fig. 13 shows the results of this experiment using HPWA-1 and HPWA-2 with Graphplan as embedded planner, HPWA-1 with Metric-FF\textsuperscript{12}, a hierarchical version of Graphplan using the hierarchies produced by ABSTRIPS, and the conventional planners alone (GraphPlan and Metric-FF). Each chart shows the results of planning a task from the ones shown in fig. 12. It is clear the computational benefit of hierarchical planning through world abstraction against both non-hierarchical planning and ABSTRIPS. Also, notice that planning time is not shown for the last three tasks (Task 4, Task 5 and Task 6) for Graphplan planner and ABSTRIPS, because Graphplan was not able to find a plan due to the large computational resources demanded and ABSTRIPS fails in finding a correct plan that solves the tasks due to violation of previously achieved preconditions when refining a plan (the same problem is reported in [28]). In all these plots we only consider the time spent by the embedded planner, without taken into account the pre-processing time taken by the \textit{AH-Graph manager} and \textit{AH-Graph/Predicates Translator}, and the time spent in CORBA communications. Notice how HPWA-2 performs better than HPWA-1 in all tasks, except for the first two ones because of backtracking burden. Figure 14 compares the total time (which accounts also for pre-processing and communications) of HPWA-1 versus HPWA-2 when using Graphplan as embedded planner. In this case, HPWA-2 performs more inefficiently since backtracking does not only increase the number of plans to solve, but it also multiplies that increment by the CORBA communication and the predicate translation times. Also, observe how the total time of HPWA-1 is quite similar to its planning time (figure 13), since the additional cost of this method is negligible.

\textsuperscript{12} HPWA-2 is not yet adapted for Metric-FF. Metric-FF planner requires a more sophisticated management of the world information that has not been considered for this work, remaining as one of the future goals in our research.
Fig. 13. Planning time for the proposed tasks (in seconds) in a Pentium IV at 1.7 MHz with 512 Mbytes of RAM. Both non-hierarchical and hierarchical planners exhibit worse CPU time than HPWA methods. Moreover, HPWA-2 exhibits the best planning time for all tasks except for the first two ones due to backtracking situations. Notice that the planning time is not shown for Graphplan and ABSTRIPS in the last three tasks, because they were not able to end up with a solution. In all these plots we consider only the time spent by the embedded planner, without taken into account the pre-processing time, CORBA communications, etc.

Fig. 14. Total time spent by our HPWA-1 and HPWA-2 implementations with Graphplan as embedded planner. Time of HPWA-2 is higher than HPWA-1 due to the extra pre-processing and CORBA communication costs involved in backtracking. In spite of this apparently bad result, HPWA-2 performs better than other approaches in fig. 13, even when they do not include the pre-processing and communication burden considered in this plot.
V. CONCLUSIONS AND FUTURE WORK

In AI literature, task planning has not dealt with large-scale spaces, which is a common situation in mobile robotics. In these cases, task planning, even with the most modern improvements, can exhibit a high computational cost, even be intractable (as shown in fig. 13). This paper has introduced a new scheme for task planning that takes advantage of a hierarchical arrangement of the robot model of the environment. This approach, called Task Planning through World Abstraction, performs planning at a high level of abstraction of the world and then, recursively, refines the resulting abstract plan at lower levels, ignoring irrelevant world elements that do not take part in the abstract plan. HPWA has been stated and formalized upon a graph-based hierarchical structure called AH-graph, although other hierarchical models could also take advantage of the general approach.

In particular, we have described two implementations of HPWA that embed other existing planners (Graphplan and Metric-FF) to solve planning at each level of abstraction of the world. Thus, we can benefit from any other kind of improvements on the embedded task planner, even abstraction (of operators, tasks, etc.). We have shown how our two implementations of HPWA have performed better than the embedded planners alone and other hierarchical approaches as ABSTRIPS. This good performance is tightly coupled with the use of adequate hierarchies of abstraction. Adequate hierarchies can be obtained by using the task-driven paradigm for automatic construction of abstractions outlined in section II and presented with more detail in [15].

Since world abstraction is intuitive and applicable to most real robotic environments, we believe this work may be of a great value in those task planning problems where the number of world elements makes conventional planning strategies impractical. In addition, other areas different from robotics can benefit from our framework provided that the world can be represented in a graph-like manner and the problem supports the progressive optimization carried out by C.L.A.U.D.I.A.

Our short term research aims to use the HPWA framework with other kinds of embedded planners, like
decision-theoretic ones and others. Also, we are working on obtaining predicates not only from nodes and arcs, but also from non-structural information held by the AH-graph.

Our ultimate goal is the complete integration of the HPWA methods into a mobile robotic architecture, addressing the problem of interleaving planning and execution.
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